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147M comments
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Abstract

Discussion

1. What type of text data is best suited for the datastore? 
2. What is the most efficient way to represent such 

knowledge? How would streamlining the datastore impact 
RALM performance?

Community Norm Approval Modeling

Motivation

(Preliminary) Results

YES:
✅ Excel at knowledge-intensive tasks

✅ Easily adaptable → temporal updates or domain shifts

✅ Attribution to source → factuality and credit/copyright

BUT: with scale,

❌ A large datastore is expensive to query

❌ Expensive to curate and cleaning a massive dataset 

❌ Expensive to store massive datasets

Abstract

General purpose service robots are envisioned to 
undertake a wide range of tasks at the request of 
users. Semantic parsing is one approach to 
translating natural language commands given to 
these robots into executable representations. We 
evaluate the use of seq2seq semantic parsing 
models in a service robot benchmark domain. We 
show that they are able to predict the correct 
logical form with 78% accuracy.

Model

Experiments

● Goal:  understand natural language commands 
given to a general purpose service robot (GPSR)

● We target the GPSR task from RoboCup@Home

○ International domestic service robotics 
competition

○ Commands generated from predefined CFG 
grammar for fairness

○ Can choose to have commands paraphrased for 
extra points

○ Teams use a provided ontology of locations, 
objects, and people

Left, a Toyota Human Support Robot (HSR) used in the 
RoboCup@Home competition. Right, high level overview of how a user 
utterance is transformed into a lambda calculus representation that 
can then be grounded and executed by the robot’s planning system.

We thank Jesse Thomason for his feedback.

bit.ly/gpsr-understanding

Task

Discussion

● seq2seq (S2S) with LSTM encoder and decoder

○ Separate source, target vocabs and tokenization

● seq2seq+{ELMo,OpenAI,BERT}

○ Embed input tokens with scalar mix of last layers 
(frozen), concat with 100d GloVe (hot)

● Built with AllenNLP, PyTorch. Details on GitHub

bring(λ$1:e.(is($1 <obj>)))

“Fetch an apple”

Fetch an <obj>

bring(λ$1:e.(is($1 apple)))

Acknowledgements

● Larger contextual embeddings do bring value to 
this task

● Best parsers + intent recognition fallback can 
accurately address this task

● Reasonable compute requirements

● Robustness to speech transcription errors?

Questions

1. How well can we parse generated commands 
using off-the-shelf semantic parsing techniques?

2. Do parsers trained on the generated commands 
generalize? Do pretrained embeddings help?

Anatomy of the lambda calculus representation for the command 
“bring me an <obj> from the <loc>.” Here, the ‘and’ predicate is 
abbreviated as ‘^’.

Complexity Measures
Unique commands 1198

Unique logical forms 100

Annotations 126

Mean command length 11.2

Command/form ratio 12.0

bring(λ$1:e.(is($1 <obj>) ^ at($1 <loc>)))

● Predicate: named “function”; takes arguments, returns value

● Variable: placeholder bound (scoped) by lambda expression

● Lambda abstraction: a function definition

Summary of our annotations on the RoboCup@Home GPSR command 
generator. We count only unique anonymized utterances
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Test accuracy of parsers with different embeddings across 
combinations of generated and paraphrased data

High level diagram for our S2S+<embedding> model. S2S is the same 
but does not embed tokens before encoding.

● Train parsers, select on validation set, test on held 
out data

● Metric: percentage of completely correct parses
● 70/10/20% train/val/test split on generated data
● 40/10/50% split on paraphrased data

Train Gen. Gen. Para. G. + P.

Test Gen. Para. Para. Para.

S2S .954 .142 .420 .605

+ GloVe .952 .182 .536 .670

+ GloVe & ELMo .958 .180 .652 .749

+ GloVe & OpenAI .964 .298 .751 .747

+ GloVe & BERTbase .960 .210 .730 .783
+ GloVe & BERTlarge .958 .271 .762 .769

Data

● Defined 28 predicates: 7 commands, 21 descriptive

● Annotated the GPSR task grammar to produce 
command and logical form

● Used Amazon Mechanical Turk to collect 1836 
paraphrasings from 95 workers

● At least 10 paraphrasings per each logical form
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Is a comment upvoted for its style or content? 
How do we control for this?

We use CLS to generate comments that are diverse in style 
but consistent in content to control for confounding factors.
Over-generation + strong filtering to ensure data quality. 
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How to quantify the norms? 

Community 
Preference 

Model

  We measure implicit norms&values in community by:
1. Introducing , a framework to  social 

values into  and .
2. Studying  grounded in social science theory.

3. Providing quantitative evidences that 
, advancing practical applications of social norm studies.

ValueScope: Unveiling Implicit Norms and Values 
via Return Potential Model of Social Interactions

Quantifying Normness

Selecting Communities & Norms to Investigate

Return Potential Model Plot

1. Cluster the top 5k subreddits by topic
2. Obtain top 5 norms per topic group
3. Compile norm–frequency ranking
4. Find the most interesting norms from the list

Supportive–Toxic

Formal–Casual

Sarcastic–Genuine Humorous–Serious

Polite–Rude

r/askmen, 
r/askwomen, 

r/asktransgender
r/stocks, 

r/wallstreetbets, 
r/pennystock
r/democrats, 
r/republican, 
r/libertarian

Binary norm intensity ranker using DeBERTa

Downstream Applications
1. Community moderation.
2. Recommender systems on norm 

preference instead of topic.
3. RLC(ommunity)F: preference generator 

for training community specific LLMs.

Concise–Verbose

Quantifying Preference

Binary 
Labeling

Pseudo 
Labels

Human 
Eval

Train

Norm Intensity 
Classifier

Win-rate 
→ Norm        

Scale

Finding: Online communities tend to prioritize 
using rewards to regulate behaviors, aligning with 
studies showing positive signals are more effective.

Rewards or Punishment?

Impacts of External Events
Findings: Norms of online communities may be 
influenced by external events, such as the 2020 
U.S. Elections and the creation of new spinoffs. 

Predicting Changes in Norms
Finding: Norms with high preference magnitude but 
low consensus is likely to witness upcoming change.

Motivation: Online communities adheres to implicit norms and values that govern social 
interactions. Yet, such norms are difficult to grasp without experiencing the community 
firsthand, creating challenges for new users to assimilate into new communities. 

Thus, we aim to measure implicit norms ingrained in community interactions.
1. Introduce ValueScope, a framework to quantify implicit norms grounded in social science.
2. Employ community preference to understand social dynamics in interactions.
3. Provide quantitative foundation that even similar communities exhibit diverse 

norms, advancing practical applications of social norm studies in digital spaces.

Norm Intensity (NI): 
magnitude of 
(dis)approval.

Crystallization (CR): 
level of consensus.

→ Both NI and CR are 
significant indicators of 
temporal shifts in NI

{chanpark, stelli, hjung10}@cs.washington.edu}
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Style
(LLM Verifier)

Finding: r/AskWomen & r/AskTransgender prefers 
humorous comments compared to r/AskMen

Evaluation: binary acc. on comment pairs
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