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1. What type of text data is best suited for the datastore? 
2. What is the most efficient way to represent such 

knowledge? How would streamlining the datastore impact 
RALM performance?
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● Larger contextual embeddings do bring value to 
this task

● Best parsers + intent recognition fallback can 
accurately address this task

● Reasonable compute requirements

● Robustness to speech transcription errors?
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Test accuracy of parsers with different embeddings across 
combinations of generated and paraphrased data

High level diagram for our S2S+<embedding> model. S2S is the same 
but does not embed tokens before encoding.

● Train parsers, select on validation set, test on held 
out data

● Metric: percentage of completely correct parses
● 70/10/20% train/val/test split on generated data
● 40/10/50% split on paraphrased data

Train Gen. Gen. Para. G. + P.

Test Gen. Para. Para. Para.

S2S .954 .142 .420 .605

+ GloVe .952 .182 .536 .670

+ GloVe & ELMo .958 .180 .652 .749

+ GloVe & OpenAI .964 .298 .751 .747

+ GloVe & BERTbase .960 .210 .730 .783
+ GloVe & BERTlarge .958 .271 .762 .769

Data

● Defined 28 predicates: 7 commands, 21 descriptive

● Annotated the GPSR task grammar to produce 
command and logical form

● Used Amazon Mechanical Turk to collect 1836 
paraphrasings from 95 workers

● At least 10 paraphrasings per each logical form
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How to quantify the norms? 

MythTriage: Scalable Detection of Opioid Use 
Disorder Myths on a Video-Sharing Platform

Return Potential Model Plot

Impacts of External Events
Findings: Norms of online communities may be 
influenced by external events, such as the 2020 
U.S. Elections and the creation of new spinoffs. 

Motivation: Online communities adheres to implicit norms and values that govern social 
interactions. Yet, such norms are difficult to grasp without experiencing the community 
firsthand, creating challenges for new users to assimilate into new communities. 

Thus, we aim to measure implicit norms ingrained in community interactions.
1. Introduce ValueScope, a framework to quantify implicit norms grounded in social science.
2. Employ community preference to understand social dynamics in interactions.
3. Provide quantitative foundation that even similar communities exhibit diverse 

norms, advancing practical applications of social norm studies in digital spaces.

 Hayoung Jung1, Shravika Mittal3, Ananya Aatreya2, Navreet Kaur2, Mumun De Choudhury3, Tanushree Mitra2 
                                                                                                   hayoung@cs.princeton.edu, tmitra@uw.edu

Lexical 
(e.g. abstains, 

extraneous strings)

Fluency 
Filter

(e.g. Perplexity)

Content
Preservation

(e.g. BERTScore)

Preprocessing 
(e.g. media, 
links, edited)

Style
(LLM Verifier)

Motivation
● Opioid-Use Disorder (OUD): Leading cause of death in the U.S. (108K in 2023)
● Platforms like YouTube are alternatives for health info & recovery guidance
● Yet, online myths towards OUD fuel treatment hesitancy and distrust in public 

health. Understanding their prevalence is crucial for public health interventions.

GOAL: Scalably measure the prevalence of Opioid Use Disorder (OUD)  
Myths on a Video-Sharing Platform

1. Data Collection 
1.1 Curate Popular Opioid Topics and Queries

1.2 Collect Data on YouTube

2. Data Labeling for OUD Myths
2.1 Developing Data Annotation Scheme (with Experts!)

“[suboxone] is an opioid so I don’t 
count that as clean time.” — 

(supports M1)

“[Buprenorphine] was so 
helpful in treating addiction.” 

— (opposes M1)

Example Myth 1: Medication-assisted treatments (MAT) are merely 
replacing one drug with another

2.2 Labeling for Myths in YouTube Videos

1 2 3

Increasing Cost

MythTriage Evaluations Prevalence in Youtube Search Prevalence in YouTube Recommendations

Finding #1: MythTriage offers 
strong performance + reduce cost 
by >76%. Scalable for labeling!

Finding #2: 20% of search results overall 
supports OUD myths. 

Finding #3: Kratom has highest myth 
prevalence (36% supp. vs. 22% opp.)

Finding #4: At level 1, 12.7% of recommendation 
to myth-supporting videos link to other 
supporting videos, increasing to 22% by level 5.

Label Distribution
Recommendation Transition across Levels

Left: Macro F1, Right: Prop. deferred to GPT-4o

Takeaways

MythTriage can…

● Provide actionable insights and 
inform potential health interventions

● Integrate in platform moderation 
workflows to flag OUD myths.

● Support third-party platform audits.


