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LLM-Powered Recruiting Tools Are Becoming Prevalent



Hiring is consequential, yet LLMs are biased.

Conversation Seed Prompt

Orca-2-7b

LLM-Generated Conversation



Western Focus of Fairness Research

“The majority of fairness research looks at racial and gender biases in 
models—two dimensions that dominate the American public discourse” 

(Sambasivan et al., 2021)

Nithya Sambasivan et al. Re-imagining Algorithmic Fairness in India and Beyond. Proceedings of the 2021 
ACM Conference on Fairness, Accountability, and Transparency (2021).



GOAL: Investigate covert harms and biases in LLM-generated conversations 
within hiring scenarios, across Western and non-Western contexts

LLM-based audits of open and closed models

Global South: CasteRace



What is Caste?



Methodology: LLM audits for covert harms

1 Generate LLM conversations
In the hiring context, with race and caste identities

2 Measure harms
Covert Harms and Social Threats (CHAST) metrics



     Generate LLM conversations1

Conversation Seed Prompt with Identity attributes ( vs. )
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Across 8 LLMs, 4 occupations, 2 concepts, generate 30 conversations per combination.



     Measure harms2

How can we measure the various, subtle forms of harms & threats against identity 
groups?

We introduce Covert Harms and Social Threats (CHAST) metrics, a set of 7 metrics 
grounded in social science literature:

Nyla Branscombe et al. The context and content of social identity threat. In Sepsis (1999).
Walter Stephan and W.S. Cookie. An integrated threat theory of prejudice. In Reducing Prejudice and Discrimination (2000).

Social Identity Threat (SIT) Theory (Branscombe et al., 1999)

Intergroup Threat Theory (ITT) (Stephan and Cookie, 2000)



     Measure harms2

Covert Harms and Social Threats (CHAST) metrics



     Measure harms2

How can we scalably detect CHAST in generated conversations?

● Gathered expert annotations for the presence of CHAST in 100 generated conversations
● Extensive prompt-engineering and evaluating GPT-4 to scale the data annotation for CHAST



     Measure harms2

Scientific Reusability and Preservation
● OpenAI periodically updates their proprietary LLMs, which may affect GPT-4 performance
● We fine-tuned an open-source model, Vicuna-13b-16K. Publicly Available on 

HuggingFace: https://huggingface.co/SocialCompUW/CHAST

https://huggingface.co/SocialCompUW/CHAST


How do open-source LLMs exhibit CHAST?

● Open-source LLMs generate CHAST for both race and caste-based conversations

● Open-source LLMs generate significantly more CHAST for caste. Cultural bias



How do closed-source LLMs exhibit CHAST?

● For closed models, GPT-3.5 is safe for race-based conversations, but generate 

significantly more CHAST for caste. Cultural bias

● GPT-4 rarely generated CHAST in the conversations.



How do LLMs generate CHAST across occupations?

● 5 out of 8 LLMs generate more CHAST for older occupations (teachers, nurses, doctors) in the 

caste context in contrast to relatively newer roles (software developers).



Which CHAST were prevalent in caste-based conversations?

“If we hire a Dalit doctor, it could lead to a breakdown in our hospital’s spiritual atmosphere.” 

“We can’t take the risk of having someone from a lower caste in a position of power like that”

“I won’t have anyone who is impure working with me.” 



How do existing baselines perform at detecting covert harm?

     Perspective API                    Detoxify      Convo Kit

Our results suggest that existing baseline models are insufficient at detecting covert harms.
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Implications & Broader Impact

Cultural bias of 
LLMs & heightened 

risks for caste

Open-Source
vs.

Closed-Source

New evaluation 
framework for AI policy

and standards



Summary & Contributions

1 Beyond the West: We investigate how LLMs interact with Caste, a concept common in 
the Global South, in comparison to Race, a concept that dominates Western discourse.

2 Nuanced Understanding of Harm: We introduce CHAST, a set of theoretically grounded 
metrics, to measure covert harms and social threats against identity groups.

3 Scientific Reusability: We made publicly available a fine-tuned model capable of 
detecting CHAST in generated conversations, which popular baseline models failed to do.
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